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Current GFDL Publishing Workflow  
  Data publishing workflow is the part of  FRE Curator subsystem which plays a role 

of  the main metadata integrator. It collects, analyses, stores and supports users 
and applications with comprehensive information about simulations conducted in 
GFDL. Publishing data is the another important role of  FRE Curator.  

  GFDL modeling workflow is organized and carried out by FRE (FMS Runtime 
Environment). It acts under instructions written in XML format and comprises all 
stages of  model simulation from source checkout to postprocessing simulation 
data output (get source->compile->get input data -> configuring -> build run 
scripts-> running -> postprocessing) 

  FRE Curator makes use of  this lucky chance to grab all metadata for 
simulation from XML, parses it and stores in DB 

  CMORizing, QCing, publishing data, Data Portal web apps depend on curator 
database which serves as a metadata storage. 

  Nowadays, with Model Development DB Interface (MDBI) enhancements it 
became a powerful instrument for researchers allowing real-time runs 
monitoring, navigation, discovery, comparison, sharing, and analysis of  
experiments      
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  FRE Curator consists of  metadata database and set of  tools:  
  XML/SQL mapper server 

  Web Interface with set of  services  

  fremetar - CMOR-analogue metadata rewriter 

  publishing, maintenance tools 

  MySQL database storing metadata 

•  Publishing process is implemented in semi-automated manner. 
Preliminary preparation should be made in DB which includes: 
  setting up variables mapping into project adopted names 
  describing variable bundles (aka CMIP tables)  
  setting up project specific metadata standards descriptors (for Netcdf  headers, file 

names, and directory structure) in specific DB tables    

•  The only human intervention is needed on QC stage. Even then 
scientists get this procedure accelerated having integral characteristics 
for each variable and file (missed values, averages, min/max, variances) 
which are calculated by fremetar and stored in DB.  
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Current Publishing Workflow (cont.)  
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Database Sections: 

•  Model Metadata section contains models’ descriptions 

•  Experiment Metadata Section contains scenarios, 
experiments, projects, etc. 

•  Workflow section - all about setting up simulation run on 
HPCS 

•  Postprocessing section defines model diagnostic output 
and postprocessing type (averaging and output time 
chunks and years to output) 

•  Data Portal section contains project specific metadata 
standards descriptors, experiment published on Data 
Portal, THREDDS aggregations, download statistics 

Database curator capability 
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Metadata in curator database 
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Economical XML/SQL Mapping 

•  Experiment in DB is represented as a tree of  reusable by all 
experiments entities bound by primary keys 

•  Every DB entity can be referenced by many different experiments 
decreasing the size of  DB 

•  Entity is written in DB only if  it does not already exist in DB; it  
eliminates redundancy in DB 

•  This approach results to 
  small total size of  all tables populated from XML: it’s 30 MB vs. 600 MB of  

size of  all XMLs mapped into DB (compression factor – 20!) 
  fast and simple experiments comparison.   

•  Tree structure representing experiments implemented in SQL schema 
allows to pull from DB all metadata about given experiment by it’s 
triple ids: exper_id, realiz_id, run_id 
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Model Development DB Interface 
(MDBI)  
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Model Development DB Interface (cont.) 
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Model Development DB Interface (cont.) 
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Model Development DB Interface (cont.) 
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CMIP5 Lessons 

  We have experienced problems with curator system which was 
launched just before CMIP5. 

  There were some difficulties to convinced scientists to use it as they 
considered it unjustified complicated for IPCC purposes. Later it fully 
justified itself  when they were aware how huge this project. 

  It happened mapping variables names into CF and grouping into 
bundles was a considerable human efforts, also setting up metadata 
standards (DRS) directives in DB required serious manual job (600 
variables totally). Bundles were not organized strictly by realm and 
time frequency as it was in IPCC AR4, that invoked difficulties with 
variable categorizing in DB. 

  Version control needs to elaborate thoroughly especially customers 
notification about erroneous datasets. 
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CMIP5 Lessons (cont.) 
  We produced all files with 5yrs chunks data and as result we have 

about 8e+5 files. Some users complained about difficulties to handle 
such enormous numbers. Also, ESGF does not allow to create wget 
script with >1000 files (at least in our installed version).  

  There were problems with first versions of  ESGF which was released 
then (especially with support). It was not so critical for us as we are 
running our grown data portal.  

  QC was not so easy as scientists assumed. Very time consuming. 
Considerable part of  data was not published due to lack of  
resources for that. 

  GFDL Climate Help Desk receives many similar scientific questions 
which can be categorized, generalized and posted as FAQ. It will 
relief  the burden on administrator.  

  Download was unfair sometimes when one IP occupies whole 
bandwidth. 
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Global Download Statistics  

  Total volume downloaded for whole GFDL DP history: ~1.3 PB,                  
250 TB from them via ESGF Node  

  Total number of  successful requests:  ~6.3e+6; ESGF: ~1.3e+6) 

  Distinct files:  8e+5, distinct hosts:  6K 

  Roughly, every GFDL file is downloaded  6 times and it means 
GFDL has 6 complete copies of  published data over the world 

  The IPCC data is ~95% of  this numbers 

  Very uneven demand - from 1 TB/month to 400 TB/month      
(1 Gbps). We expect at least quadrupled rate for CMIP6 
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Cumulative Download  
 2006-2014 (real) and 2015-2017 (projection)  
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Preparation to CMIP6 
  All components of  publishing workflow were revised to make sure they 

can address serious challenges imposed by CMIP6 immense plans. 

  As a result the roadmap of  measures for improving was compiled and 
subdivided into priority importance/urgency categories.  

  It comprises more then 50 tasks in different areas of  publishing 
workflow: 
  Transition in models to CF variables names  
  Curator database populating with new variables, clearing bottlenecks 
  SQL/XML mapper – enhancing interaction with users  

  MDBI – new features in search/filtering experiments, comparison capabilities, 
privacy, online experiment annotation, REST interface elements  

  Additional means for real time runs & climate monitoring 
  Converging publishing processes on ESGF Node and GFDL Data Portal 
  Feeding Metafor XMLs with metadata from curator DB (at least where 

metadata exists)  
  fremetar (GFDL analog of  CMOR) 
  Quality Control procedure 
  New GFDL Data Portal web interface   

Feb 2015 GO-ESSP Workshop, UK 17 



Realtime Climate Simulation Monitoring 

  Goal:  

Provide a workflow of  
analysis scripts and tools to 
help scientists fine-tune their 
experiments and reduce the 
CPU cycles and time to 
achieve their research goals. 

  Current workflow: 
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A closer look at the Web Interface 

●  Average of value of the 
chosen field to date.  

●  Interactive Google Chart 
API allows users to hover 
over values and see data 
points. 

Yr: 19 
t_ref: 287.87 

Feb 2015 GO-ESSP Workshop, UK 19 



Conclusions 
  Coupling GFDL publishing process with ESGF and Metafor  to 

prevent double job is very important. 

  Have a tool with user interface for configuring project specific 
metadata in DB (variables, bundles, DRS)  

  Implement some rudimental automation in QC (checking variable 
values limits, variants, averages) 

  Intercomparison analysis tools 

  Bandwidth increasing, it should be 10 Gbps at least to meet CMIP6 
GFDL data volume projection – 700 TB 

  Moderator tool for harmonization download streams  

  Wiki page with FAQ to reduce burden on GFDL Climate Help Desk 
and may be non relational DB with textual search  
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Thanks! 

Questions? 


